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I. Introduction

This document develops a methodology to characterize and quantify the market transformation effects of the California Self-Generation Incentive Program (SGIP), administered by the California Public Utility Commission (CPUC).  The SGIP provides incentives for the installation of certain renewable and clean generation systems sized up to 5 MW, including photovoltaic (PV) solar systems, combined heat and power (CHP), and fuel cells.  The SGIP, which has been operational since 2001, targets installation of distributed generation (DG) resources that are owned by utility customers and serve all or a portion of the customer’s own load.

Since the SGIP’s inception, a series of reports have evaluated the cost effectiveness of the Program, but the CPUC has determined a need to specifically include the market transformation effects of the Program in the cost effectiveness assessment.  While academic literature has analyzed general market transformation dynamics of various policies on certain technologies, no such analysis has been applied to the SGIP.  Therefore, this report proposes methodological options for characterizing and quantifying SGIP’s market transformation effect on each of the covered technologies.

II. Need for Evaluation Methodology

Cost-effectiveness analysis for incentive programs compares the benefits and costs of the program to determine if the program has a net positive effect.  Cost-effectiveness tests help policy makers and program administrators determine whether an incentive program should be continued in its current form or altered some way.

In California, electric power generation has an impact on citizens in a number of ways, including their electricity bills, service reliability, and the effect of emissions on air quality and global climate change.  These issues are all factors in determining how CPUC incentives should be applied to self generation systems.

The SGIP is a multi-year program that covers technologies that are continuing to develop and that potentially have decreasing costs in the future.  The program is designed to support these emerging clean energy technologies that could not otherwise develop, or develop as quickly, in the market place without an incentive program.  Therefore, in assessing the cost-effectiveness of the Program, it is important to consider the program’s effects in future years, even as far out as 2016, and to determine whether incentives provided in the current period could influence the costs of the technologies in later years.  This determination, however, is not a simple exercise, but rather one that requires the development of a clear evaluation methodology.

The guiding mandate for the current work to develop this methodology is the PUC Administrative Law Judge’s May 18, 2006, ruling approving the plan for 2006 and 2007 measurement and evaluation reports on the SGIP in Rulemaking 06-03-004.  That ruling states the following:

Second, the “Update of the Cost-Effectiveness Analysis” study, which is staged to follow a Commission decision on the cost-benefit methodology, should include an explicit provision for the evaluator to develop methodological options for characterizing and quantifying program market effects or market transformation effects for all technologies involved in the program in 2006. This will help form the basis for a next generation of cost-benefit analyses on self‑generation technologies.
III. Overview of E3 Approach for Market Transformation

Energy and Environmental Economics, Inc. (E3) believes that the best approach for developing a market transformation evaluation methodology is to extend the existing CPUC method for calculating cost-effectiveness of demand-side resources.  The existing method, which is based on the CPUC’s Standard Practice Manual (SPM), and was subsequently implemented for SGIP in September 2005 by ITRON, provides a firm and widely-accepted basis on which to develop an assessment of the Program’s cost-effectiveness.  The proposed enhancement to incorporate market transformation effects applies the same framework, but forecasts future cost-effectiveness of the program using several options that incorporate market transformation effects, and then evaluates the expected cost-effectiveness of future SGIP installations.  This approach allows the same cost-effectiveness framework, and definitions of cost-tests to be applied, but will provide policy-makers with an expected future cost-effectiveness of the program.  

Since we are proposing to apply the same basic cost-effectiveness framework, most of this document focuses on methodology options to forecasting future cost and performance of the SGIP installations given market transformation effects of the program.  These estimates will then be used in the adopted CPUC cost-effectiveness framework to evaluate cost-effectiveness in future program years.
References
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Summary of Method

The proposed extension of the cost-effectiveness evaluation of SGIP to include market transformation effects requires the following steps;
1. Forecast TRC benefits and retail prices

2. Forecast SGIP costs and performance

3. Calculate C-E results using approved method

4. Evaluate attribution of cost reduction to SGIP
1. Forecasting TRC benefits and retail prices

Forecasting the avoided costs from a Total Resource Cost (TRC) perspective, and retail rate levels is the first step in evaluating SGIP cost-effectiveness.  Both forecasts are currently part of applying the existing cost-effectiveness methodology in the SPM and the same methods will be applied.  For example, in the current methodology, evaluating the cost-effectiveness on an installation with an expected life of 20 years that is installed in 2007 requires a forecast of avoided costs for the TRC from 2007 through 2026.  These forecasts will necessarily be extended to evaluate market-transformation effects.  For example, to evaluate an installation in 2016, both forecasts will have to be developed from 2016 through 2035.  Since these forecasts are already completed in the energy efficiency proceeding (R-04-04-025) from 2008 through 2037, the existing forecasts and methods can be used.  Depending on the assumed life of the SGIP installations, it may be necessary to extend the forecast length.  However, this will not be a significant challenge.

Once the forecasts are developed, they will be multiplied by the expected output shape of each SGIP technology (for each climate zone, orientation, and other factors) to compute a break-even installed costs for the technology for the TRC and Participant Cost Test (PCT).  This provides “price benchmarks” for each year through the end of the SGIP program.  If the expected installed cost of an SGIP technology is below the price benchmark, that technology will be cost-effective from a given perspective.  The price benchmarks will also show provide an approach to evaluate the progress of each technology towards cost-effectiveness without the SGIP incentive.
2. Forecasting SGIP technology costs and performance

Forecasting SGIP costs and performance is also crucial for assessing the SGIP technologies’ cost-effectiveness.  To aid in the quality of this forecast, we will divide the installed costs of each SGIP technology into a manageable number of categories and then assess expected cost trends for each element independently.  For example, a photovoltaic (PV) installation might be divided into the costs of the panel materials, other panel costs, inverter, balance of system, installation, and taxes.  More detail on cost drivers is provided in Section V, below.  Depending on the cost category, one or more of three methods will be used to forecast the cost,; (1) utilizing a “learning curve” methodology that projects cost and performance based on the past rate of innovation, (2) asking experts in the field including SGIP technology equipment manufacturers and other experts about their expectations of price and performance developments over the next 10 years, (3) conducting an extensive literature search on projected price trends for these technologies.  In addition, for cost categories that will not likely be affected by market transformation effects of SGIP, for example unit labor costs, we propose to use a forecast escalation rate.
3. Calculating the cost-effectiveness results based on the approved method

The results of the both the price and cost forecast can then be used to predict the cost effectiveness of the technologies in various years.  This calculation can be made by subtracting the cost projection for a particular year from the cost targets (based on the TRC and retail rate forecasts) for that year.  A graphical representation of this comparison over future years is shown in Figure 1 below.

Figure 1: Compare Cost Target and Cost Projections of SGIP Technologies 
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4. Evaluating attribution of cost reduction to SGIP

The results of Step 3 will provide information on whether or not the SGIP technologies are expected to be cost-effective over the life of the program.  This is useful in determining whether or not that technology will be able to be competitive on its own without the incentive.  The final step will be to assess whether or not the SGIP program is significantly contributing to the cost and performance improvements with each technology.  

Attributing cost reductions to SGIP is the most difficult, and possibly controversial, step in evaluating the market transformation effects since it requires an assessment of what technology development is expected to happen in the absence of the SGIP program. From the perspective of the global market for each of the SGIP technologies, there are many other active markets outside of California and large investments being made by other governments and industry to develop technology.  On the other hand, SGIP increases the local market for technology that California is developing in clean energy, and supports innovation throughout the manufacturing, sales, installation, and maintenance phases of clean energy technology.  By expanding the market size and increasing sales of the SGIP technologies in California, SGIP may assist in accelerating the cost of the technology down the learning curve, and or could create greater local competition in installation of the generation, thereby reducing costs.
To evaluate attribution, we plan to look at two primary factors (1) the relative sizes of the California market to the global marketplace for each SGIP technology, and (2) the extent of California businesses in the world marketplace for the SGIP technologies. 
Advantages of Approach
This approach is robust and can be used to encompass the range of market transformation effects expected of the SGIP program.  In addition, this specific approach has two major advantages. First, it leverages the existing cost-effectiveness methodology, which provides a widely known and widely accepted starting point for the analysis.  This basis allows the market transformation evaluation to more easily interface with applications of the SPM in other contexts and reduces the time required to help other administrators and policy makers become familiar with the new method.  Many details used from the SPM have already been negotiated and clarified, reducing the potential scope of disputes over the approach of the market transformation evaluation.  Therefore, this method will be relatively easy to explain to parties in a CPUC proceeding, and there is a significant record already established on the underlying cost-effectiveness framework.
Secondly, by adding a time component to the SPM analysis, the E3 approach identified here will provide ‘price benchmarks’ to track the Program’s progress in future years.  This will help frame administrators expectations for the Program’s potential in future years and to see if the Program is meeting those expectations.

IV. Forecasting TRC and Retail Prices

As described in the previous section, the first step to assessing the market transformation effects of the SGIP is to develop a forecast of the benefits of generation from the SGIP technologies.  

TRC Cost Target

The first step to quantifying these benefits is to forecast the value stream of avoided costs as identified by the Total Resource Cost (TRC) test.  These avoided costs are already forecast as part of the existing cost-effectiveness framework and the same methodology adopted for cost-effectiveness of DG will be used to forecast the TRC avoided costs.

Figure 2 below shows an example representation of the rising TRC value stream over time.  Existing forecasts of the avoided costs components of the TRC can be aggregated to provide a marginal levelized cost of energy for each year in dollars per kWh.  Based on this value stream and the expected output profile of each SGIP technology, TRC benchmarks (in $/kW) can be calculated based on the net present value can of the output of a generator installed in a particular year of the program, for instance 2006, 2010, or 2016.

Figure 2: Developing a TRC Cost Target
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Retail Price Target

An additional benchmark for cost-effectiveness of the SGIP installations will be developed with a forecasted retail energy price.  This will be used to determine the installed cost where the SGIP technology will be cost-effective from the participant perspective, without the SGIP incentive.  Figure 3 below illustrates an example commercial-sector retail price stream forecast that increases over time, resulting in a price benchmark for self-generation technologies that is higher in later years.
Figure 3: Developing a Retail Price Target
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V. Forecasting SGIP Costs and Performance: Methods and Literature

Forecasting SGIP technology costs consists of two main steps: (A) determination of the cost drivers for each technology, and (B) forecasting the costs of those drivers for future years, and combining them to obtain the overall technology cost.  A generic example of this process is shown in Figure 1 below.
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Figure 1.  Illustration of Disaggregation and Forecasting of Technology Cost Drivers

A. Cost Drivers

A technology’s cost drivers are the separate components that determine its total installed cost (measured in NPV $/kW or levelized $/kWh).  For each SGIP technology and important sub-type, cost is disaggregated into its key drivers.  At a very broad level, cost drivers include the following familiar categories:

· generation technology cost

· balance of system cost

· system design cost

· installation cost

· fuel cost

· operation and maintenance cost (not including fuel)

Depending on the technology, some of these categories can be further disaggregated, for example into sub-assemblies or individual components, or into categories such as material cost, labor cost, and energy cost.

The strategy for disaggregating cost drivers is to select a small enough number that the problem is tractable, and a large enough number that fundamentally different cost drivers can be treated separately in the analysis.  A key is to separate exogenous drivers – those driven by larger market forces, such as the cost of labor – from endogenous drivers, the cost drivers that are sensitive to market conditions within the industry and can be affected by incentive programs to catalyze a market transformation.  As a rough rule of thumb, on the order of ten drivers will be identified for each technology.

For exogenous drivers such as labor and fuel costs, standard forecasting methodologies will be used, and sensitivity analysis performed to show the impact of different assumptions about the values of these drivers.   For drivers related to the cost of the SGIP technologies themselves, we combine three forecasting methods, described below.

B. Forecasting Technology Costs

There are three well-recognized methodology options for forecasting future costs of energy technologies: 

· Learning curve method

· Expert interview method 

· Literature review method

All of these methods have both advantages and limitations.  In this study, all three methods will be used, to provide complementary information and a cross-check on results obtained by the other methods.

1. The Learning Curve Method

Learning curves, also known as experience curves, are an established method of forecasting future costs and technical change in a wide range of industries.  The famous Moore’s Law in the semiconductor industry, which predicts a doubling of the number of transistors per unit area of computer chip every two years, is a form of learning curve.  The core idea of learning curves is that increased production experience results in technology improvements and lower costs.  This idea was first formalized as a model by Kenneth Arrow (Arrow, 1962), who used cumulative production of a product (e.g., the number of refrigerators produced) as the explanatory variable for technical change.  Many refinements of the basic idea have occurred -- for example distinctions among learning-by-doing impacts on capital, labor, and organization (Bahk and Gort, 1993) – and many studies have noted various limitations of the approach (Nemet, 2006; Wene, 2000; Neij et al., 2003).  Still, learning curves remain the only widely-used technology forecasting method based on empirical data and testable predictions.  They are seen as a key method for evaluating policies to support new and emerging technologies, including energy technologies (Duke and Kammen, 1999).

Learning curves come in a variety of functional forms (Yelle, 1979), but the simplest and most commonly used is the log-linear form.  The key parameters are cost (C), cumulative production (Q), and the learning rate (b), the exponent of a power function that relates production to cost:

Ct = C0(Qt/Q0)-b 

PR = 2-b
LR = 1 - PR
Two related measures are the progress ratio (PR), which measures the decrease in costs for each doubling of production, and the learning ratio (LR).  

Greg Nemet (Nemet, 2006) in a recent survey of crystalline PV cost studies, found learning rates ranging from 0.17 to 0.26  (Maycock, 2002; Strategies Unlimited, 2003), and notes that the range of learning rate estimates is even wider for energy technologies in general (McDonald and Schrattenholzer, 2001).   The curves obtained for the two most comprehensive data sets are shown in Figure 2.

[image: image6.wmf]
Figure 2. PV price as a function of cumulative capacity.  From Nemet, 2006.

Nemet concludes that while a valuable tool, learning curves need to be complemented with other methods that incorporate more information than cumulative production alone.   Nemet found that bottom-up disaggregation of PV costs provided a better explanation of historic costs than learning curves alone.  Figure 3 shows an example of PV cost projections derived from learning curves with high and low b values, and from a disaggregated cost model.

[image: image7.wmf]
Figure 3. PV cost estimates based on high and low b values, and bottom-up costs.  From Nemet, 2006.

In this study, we combine learning curves with disaggregation, expert interviews, and literature reviews to further bracket estimates of future costs.  These additional methods are particularly important for very early stage technologies, in which the production base is small, and there may be discontinuities in learning curves.  One method of including discontinuous trends into overall learning curves is include multiple, distinct stages of learning curve.  

In many cases, production quantities are easier for researchers to obtain than cost data, which is often proprietary.  In this case, price data is often used as a proxy for cost data.   In general, the more competitive the market, the better this approximation is.   

2. The Expert Interview Method

A second methodology used in forecasting future SGIP technology costs and performance is the expert interview method.   Relevant experts in industry, academia, government research, market research, and state agencies will be interviewed by the research team, using a combination of written questions, structured interviews, and informal discussions.   

Expert interviews provide insight from those closest to the development of emerging technologies in such areas as 

· determining the right cost drivers for each technology

· identifying the variables affecting key cost drivers

· learning rates and the applications in which they are most appropriate

· bracketing the likely ranges of cost drivers over time, including ceilings and floors

At the same time, experts with critical perspectives will make SGIP technology cost forecasts more realistic, by making researchers more cognizant of shortcomings and barriers with regard to designs, materials, processes, etc.   

As a rule of thumb, the research team will interview on the order of a dozen experts for each of the SGIP technology types.  Where convenient, interviews will be arranged  at industry and scientific meetings where the relevant experts congregate.

3.  The Literature Review Method

All of the SGIP technologies are topics of a large, diverse scientific and industry literature, including a variety of peer-reviewed and “grey” literature.  Reviewing this literature is essential for the analysis here.  There are four main goals for the literature review:

· Determine the main sub-categories of SGIP technology, e.g., the principal types of PV, fuel cells, and CHP used for self-generation

· Determine and refine the cost drivers for each type of SGIP technology

· Identify leading experts who are candidates for expert interviews

· Obtain cost and production data, and learning rates for application to learning curves

A preliminary reference list that forms the basis of the literature review is found at the end of this section, and in each of the technology sections below.
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VI. SGIP Technologies

This section contains an introduction to the SGIP technologies and their major subtypes, including a brief discussion of cost issues and list of references.  Note that this preliminary discussion is meant only to indicate the research team’s familiarity with the technologies which is essential for the application of the proposed methodology to be successful, not as the final analysis for the cost-effectiveness report.

A. Fuel Cells

A fuel cell is an electrochemical engine which oxidizes a fuel (generally hydrogen or natural gas) to directly produce electricity without combustion.  A fuel cell is a high efficiency electrical generator and is non-polluting.  It exhausts only water, if the fuel is hydrogen, or water and carbon dioxide, if the fuel is natural gas.

There are two potentially useful outputs from fuel cells: electricity and heat.  The value of an electrical kilowatt-hour (kWh) is based upon whether area- and time-specific value of that kWh as developed in the SPM cost-effectiveness methodology. The value of heat is based mostly on its location and temperature. Because of high losses, heat cannot practically be transmitted more than 1 to 2 km.  Higher temperature heat is in general more valuable than lower temperature heat. High temperature heat can be converted into additional electricity using a gas turbine in a bottoming cycle.  High temperature heat can also be used for air conditioning or refrigeration using an absorption chiller and can substitute for electricity in these applications.  Lower temperature heat can only be used directly for heating in applications such as space or water heating.

Fuel cell manufacturers typically specify both electrical efficiency and total efficiency.  Total efficiency is calculated by converting electricity and heat into common units (typically kW).  Listing total efficiency for a fuel cell system is misleading because a unit of electricity is much more valuable than a unit of heat and a unit of high-temperature heat is much more valuable than a unit of low-temperature heat.  A unit of electricity has at least three times the value of a unit of heat.

For a fair comparison electrical efficiency and thermal efficiency should always be specified separately and the temperature of the waste heat should be specified.

Fuel cells are characterized by their electrolyte, the chemical medium through which electric charges diffuse.  The six major types of fuel cells that are under active development for commercial purposes are:

· Proton Exchange Membrane (PEM) (also called Solid Polymer Electrolyte)

· Molten Carbonate

· Solid Oxide

· Phosphoric Acid

· Alkaline

· Direct Methanol

PEM fuel cells were developed for the NASA space program during the 1960s and have been the object of intense R&D efforts since about 1990.  This fuel cell technology has advantages of high power density, a solid electrolyte, and instant-on capabilities, but requires very pure hydrogen as a fuel and that platinum be used as a catalyst.  Most of the R&D activity is directed at using PEM fuel cells as power plants for transportation in cars and buses.  All the major auto manufacturers have PEM fuel cell programs and have produced prototype vehicles.  However, many other companies (see Fuel Cells 2000 web site) have developed PEM power systems for remote power, secure power, combined heat and power, electronic devices, and military applications.  This technology shows much promise but is still not fully commercialized.  Prices remain high and though improvements continue, durability is still not adequate for many applications.

Molten carbonate (MC) fuel cells are designed to provide baseload power and have been installed in significant numbers in recent years.  MC fuel cells operate at the relatively high temperature of 650°C and utilize natural gas (methane) as a fuel.  The methane is reformed in situ to hydrogen which is consumed by the fuel cell stack.  Since MC fuel cells produce high temperature waste heat (see below), they are particularly appropriate for combined heat and power systems.  The high temperature operation also means that this technology cannot be started and stopped quickly; hence the use for baseload power.  This is also a precommercial technology whose durability is improving, especially recently.

Phosphoric acid (PA) fuel cells are the closest to commercial of all fuel cell technologies.  They are produced primarily be one manufacturer, UTC Power.  They are also designed as baseload power plants, operating at a temperature of 200°C.  The PA power system uses natural gas as a fuel.  The gas is fed into an external reformer to produce hydrogen which is then fed to the stack.  UTC has been selling its 200 kW combined heat and power system for over 20 years and has hundreds operating around the world.  They have excellent durability, come with a service contract, and have availability in the high 90% range.  They still are somewhat costly relative to other electricity generators but can be installed in dense urban areas where air emissions are tightly regulated.

Solid oxide (SO) fuel cells utilize ceramic electrodes and operate at very high temperatures, approximately 800-1000°C.  They are also designed for baseload power and must be run continuously, as turning them on and off is a time consuming process that can damage components.  This technology is still experimental.  It does show promise of using hydrocarbon fuels (primarily natural gas) to produce combined heat and power with high efficiency.  The high temperature of the exhaust heat allows for use of a bottoming cycle (running a gas turbine to augment electricity production) to increase efficiency even more.  Installations at this point are experimental, with materials durability and thermal expansion and contraction issues still an issue for research.

Direct methanol/direct borohydride fuel cells are small, low-power devices that could potentially replace or supplement batteries for small, portable electronic devices. However, in the near future, they are unlikely to be sold as grid-connected devices that will generate significant amounts of energy.  Grid-connected alkaline fuel cells are unlikely to be commercialized for the foreseeable future for SGIP applications, in part because of their very low tolerance for carbon dioxide.

Characteristics of the four major types of fuel cells are shown in Table 1 below.

Table 1. Fuel Cell Characteristics
	Type
	Operating Temp. (oC)

	Manufacturers
	Reformer
	Stack Lifetime

(hours)
	$/kW
	Efficiency

(electrical, single-cycle)
	$/kWh

(2007)
	Units Installed
	Status

	Molten Carbonate
	650 °C


	Fuel Cell Energy
	Internal
	20,000

	$4K-$5K

(equip. actual);

$7200

(system actual);

$3250 

(2007 est.)
,

	44.5%
,

> 50%
,


	$0.13

	90

	Commercial

	Phosphoric Acid
	200 °C


	UTC Power
	External
	40,000
,
,

	$4655

(system actual);

$2600

(2003 estimated)

	39.5%
,

36-42%

	$0.16
	260

	Commercial

	PEM
	40 – 80 °C


	Ballard, Plug Power, Ida Tech
	External
	Several thousand
,

5000
,

> 2000

	$5K-$30k 

(equip. actual)
 
	35%
	--
	> 300

	Commercial/Research

	Solid Oxide
	800-1000 °C


	Siemens-Westinghouse
	Internal
	69,000
,

10,000

	$4K-$20k 

(equip. actual)

	45%
,

> 50%

	--
	100

	Research
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B.  Photovoltaics

How Photovoltaics Work

Photovoltaics (PVs) are devices that convert sunlight into electricity.  PVs are made from semiconductor materials that produce an electric current when struck by light.   Current is directed along a voltage gradient produced by the electric field that forms at the junction of P and N type semiconductors, and the current is collected at electrical contacts on both sides.  Typically a dozen or more basic PV devices, called cells, are combined in series to produce a practical PV electrical generator, called a module.  Modules can be combined into arrays of unlimited size; currently, the largest arrays currently deployed around the world are on the order of tens of MW.
PV Technologies and Materials

Many types of semiconductor materials can be used to make PVs, and cells can built in a number of ways.   Three key characteristics that specify the type of PV technology are:

· the crystalline form of the material

· the semiconductor material used

· the number of junctions in a cell

Among commercial PV technologies, there are two basic categories: crystalline and thin-film.  Crystalline cells are made from refined semiconductor materials, typically in the form of crystalline ingots.  These ingots are sawed into wafers used to make individual solar cells, in a process that is essentially the same one used in integrated circuit manufacturing.   Crystalline cells can be divided into two main types: single or mono- crystalline, and multiple or poly-crystalline.  Mono-crystalline cells are more expensive and, all other things being equal, have higher conversion efficiencies.   Currently, 90% of PV cells manufactured worldwide are crystalline, with about two-thirds of those being mono-crystalline and one-third being poly-crystalline.

Thin films are fundamentally different from crystalline materials: they are amorphous, meaning they have no defined crystalline structure throughout their volume.    Typically thin films are deposited onto a substrate through some form of chemical deposition process, such as sputtering.  Thin films are less efficient in solar conversion than crystalline cells, but they use much less material, giving them a potential for low-cost manufacturing that has not yet been fully realized. 

The main semiconductor material in both mono- and poly-crystalline PV cells is silicon (Si), the same basic material used in integrated circuits.   A much less common material used in some high-end applications is gallium arsenide (Ga-As).  In thin films, silicon is also used, but so are a number of non-silicon semiconductors that have been identified as potentially inexpensive materials for a high-volume manufacturing process.  These materials include copper-indium-selenide (CIS) and a variant, copper-indium-gallium-selenide (CIGS), which produce P-N junctions in very small particles, and allow the creation of films that are on the order of one-hundredth the thickness of a crystalline device.  Cadmium-telluride (Cd-Te) is another common thin film material.

The highest-efficiency PV cells have more than one P-N junction and consist of complex vertical structures in exotic crystalline materials.  Typically, each junction is quite thin, so that light will pass through to lower layers, and each layer has a different chemical composition so that light of different wavelengths will be absorbed and converted to electricity.   In general, crystalline multi-junction devices are expensive to build and their role is to advance PV science and technology.   Practical commercial PVs are generally single junction devices.

PV Systems and Cost Drivers

PV systems designed to connect to the AC grid have a number of cost drivers beyond the PV cell itself.  These drivers include:

· PV cell cost

· PV module cost

· Inverter cost

· Mounting rack cost

· Switches, junction boxes, wiring

· Grid interconnection cost

· System design cost

· Installation cost

· Operation and maintenance cost

· Replacement cost

PV cells are integrated into PV modules, which produce practical amounts of electricity, and provide other key attributes such as waterproofing, resistance to degradation by the sun, and a simple means of electrical connection.  Using similar PV cells, different module manufacturing process can produce very different performance and effective lifetimes.  This has been observed by researchers studying PV manufacturing in developing countries (Jacobson and Kammen, 2005).  PV modules are placed into arrays on rooftops or in fields, typically in mounting racks, but increasingly in modules that contain their own mounting materials to apply directly to the surface that will contain them.  

PV cells produce DC electricity.  Inverters are required to connect PV output to the AC grid.  Inverters are a significant cost component of PV systems.  Other electrical wiring, junction boxes, and miscellaneous equipment is required to complete the system, which must meet utility interconnection requirements.  

There are numerous labor costs associated with PV systems, including system design cost, installation costs, and operation and maintenance cost.  Often licensed electricians are required to complete and certify at least some parts of the installation.

PV Sales

Worldwide PV sales volume in 2005 was 1,760 MW, an increase of about 45% over the previous year (Jager-Waldau, 2006).  Over the years 2001-2005, growth averaged more than 40% per year.  In 2005, estimated revenues were over US$10 billion, and worldwide employment in the PV industry reached 70,000.   Germany was the largest market, with 603 MW, followed by Japan with 291 MW and the US with 108 MW.  

In 2001-2005, the EU, which has favorable feed-in tariffs for PV in many of its member states, had a 6-fold increase in PV capacity, to a cumulative capacity of 1.8 GW.   Japan’s PV growth flattened out in 2005, with the end of a 12-year long national program of support for PVs that resulted in a cumulative capacity of 1.4 GW.   In the US, 65 of the 108 MW were grid-connected, and 90% of these were concentrated in two states, California and New Jersey.

On the manufacturing side, Sharp Corp. had the dominant market share, with 24%, and Japanese companies together were responsible for about half of global sales.  The top ten manufacturers held more than three-quarters of the global market.   The most rapidly growing manufacturers were in China and Taiwan (collectively, about 20% of the global market).  

The costs of PV systems have fallen dramatically over the last three decades, as manufacturing volumes have increased and research and development has improved processes. The long-term cost-trend for PV as a function of electricity produced – a proxy for installed capacity – is shown in the figure below.   Researchers have found an industry-wide learning curve over three decades with a progress ratio of 0.82, meaning that PV module costs have declined by 18% for each doubling of cumulative production.
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Figure      Long-term cost trend of PV electricity, including BOS costs, as a function of PV electricity production (Nemet, 2006).
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C.  Combined Heat and Power
Types of CHP technologies

Combined Heat and Power (CHP) refers to a combination of technologies designed to generate electricity for localized consumption while utilizing the heat created during the electricity generation process to service other thermal energy demands such as space heating and cooling.  

A CHP bundle can be broken into three general categories: power generation technologies, heat recovery technologies, and systems engineering. Power generation technologies are the primary movers which convert a fuel into electricity.  Heat recovery technologies capture heat emitted by a primary mover during the electricity generation process.  The captured heat can either be used directly or converted into a form useful to other non-CHP equipment.  The two technological categories can be divided into sub-categories to reflect an array of technology options and performances available to a CHP customer. Systems engineering is both a technology category and a service category.  As a technology category, systems engineering covers the material required for the safe and efficient operation and control of a CHP installation.  As a service category, systems engineering covers the engineering required to design a CHP installation. 

Table 1 presents a list of these categories, with respective sub-categories, followed by a brief description of each.

Table 1. – CHP Equipment Categories

	Power Generation
	Heat Recovery

	  Combustion
	Heat Recovery

	     Turbines
	   

	           Boiler/Steam Turbines 
	   For Space & Water Heating

	           Gas Turbines
	           Hot Water Sets

	           Micro-Turbines
	           

	    Reciprocating Motors
	   For Space Cooling

	           Spark-Ignition
	           Desiccant Dehumidifiers 

	           Compression-Ignition
	           Absorption Chillers

	    Fuel Cells
	

	System Engineering

	CHP System Design

	Technology Integration and Controls


Power Generation

Steam turbines are the oldest and most mature power generation turbines.  They range in size from 50kW to over 1,000 MWs.  To utilize a steam turbine, a boiler for steam generation must be present and typical CHP steam turbine applications occur when excess heat is available from some other co-located process.  In a CHP configuration, a heat exchanger or condenser reclaims thermal energy by extracting it from a low quality steam downstream of the steam turbine.   

Gas turbines are high speed combustion engines which compress air, mix it with a fuel, and capture energy as the fuel is combusted.  Gas turbines have been in use for electricity generation for nearly 30 years and can be considered a mature power generation technology.  They have a range of sizes of 500 kW - 250 MW, and when used as a standalone generator, have efficiencies approaching 40% LHV.  Gas turbines produce a high quality exhaust heat which forms an ideal thermal energy resource for CHP applications.  In large power generation installations, gas turbines are often used in conjunction with a Heat Recovery Steam Generator (HRSG) and steam turbine.  Because this application is typically large in size and produces electricity for the grid, rather than local use, it is not considered a CHP configuration.

Micro-turbines are gas turbines which are much smaller in size than traditional gas turbines (30 to 350 kW).   Developed in the late 1990’s, they are relatively new technologies and have the most potential for cost reductions in the CHP electricity generation category.  They are somewhat fuel flexible (natural gas, land-fill gas, gasoline, kerosene, and diesel), offer simple hookup connections, and can be stacked in parallel to serve larger load requirements.  Most come equipped with an internal heat exchanger and therefore co-produce hot water.  Their exhaust gas can also be useful for low quality heat applications.

Reciprocating motors are lowest-cost, most wide spread, and most mature primary mover technology available for CHP applications.  They consist of spark-ignition and compression-ignition motors and are available for power generation in sizes ranging from a few kW up to 5 MW.  Spark-ignition motors can burn a wide range of fuels from natural gas, propane, gasoline, and kerosene.  Compression-ignition motors most commonly burn diesel fuels but can be set up to burn other heavy oils or natural gas.  Independent of a CHP application, efficiencies can reach above 40% LHV. 

Heat Recovery

Hot Water Sets are low costs heat exchanges which are designed to exchange exhaust heat to a usable water resource, or exchange heat from a closed-loop water exhaust coming from a primary mover.  The primary role of a hot water set in a CHP installation is to extract thermal energy from a source so that it can be transported to a separate location or piece of equipment for use.  Hot water sets can be designed to work with any pressure/temperature and volume required to capture thermal energy from a steam, exhaust gas, or a hot water source.  Hot water sets are mature technologies dating back to the 1800’s with their use and application ranging across a wide set of industries.

Desiccant dehumidification technologies are thermally-activated materials which absorb or discharge moisture as a function of temperature.  Controlling air-board moisture, or humidity, is a primary function of HVAC applications and typically accounts for a large portion of traditional HVAC equipment electricity demand.  Desiccant dehumidifiers use a thermal energy source, rather than an electrical one, to remove moisture from an air stream.  A desiccant membrane, which absorbs moisture from an air stream, is rejuvenated, or dried, by the CHP’s thermal energy.  Desiccant dehumidification is an immature technology which currently demands a premium price.  It is anticipated that expanded use of desiccant dehumidification technologies will result in cost reductions.

Absorption Chillers are thermally-activated technologies which use heat energy to pressurize fluids operating in a refrigeration thermodynamic cycle.  In typical HVAC applications, refrigeration cycle compression is typically driven by electric motors.  Large Absorption Chillier (100 refrigeration tons capacities), using a lithium bromide-water refrigeration fluid are currently available and competitive with traditional electricity-based chiller technologies.  Smaller capacity units, which are more appropriate for residential and small commercial applications, use an ammonia-water refrigeration fluid and are not yet competitive with traditional technologies.  It is anticipated that cost reductions can be achieved as an absorption chiller technology matures.

Systems Engineering

A CHP application will not relieve a customer from other equipment requirements for satisfying the balance of building or industrial service demands and thus, traditional building services technologies and engineering practices are still required in addition to a CHP application. CHP equipment allows a customer to generate on-site electricity and to capture heat from the electricity generation for use as a co-product and does not include equipment needed to utilize the captured heat.  For example, additional HVAC equipment is required in order to use CHP captured heat for heating or cooling.  In this regard, a CHP application requires investments and engineering practices that require all of the components to work together, and are over and above the traditional building technologies and engineering & contractor services experience base.  The systems engineering category captures the additional knowledge and equipment required to design and install a CHP application.

The technology sub-category of systems engineering includes the balance of equipment and controls required to ensure a safe, efficient, and economical CHP application.  CHP applications cover a wide range sizes from small, relatively simple, 30kW capacities to relatively large, complex, 5 – 25 MW capacities.  The CHP applications can utilize more mature technologies, which offer more attractive operation economics, but also require more control sophistication and equipment such as piping, ducts, valves, PLC, etc.  For example, a small micro-turbine will generate electricity and produce a hot water stream and is therefore a relatively stand-alone technology.  A larger gas turbine will produce a hot air stream, not a hot water stream, and therefore requires external heat exchanges.  Controlling a micro-turbine is relatively simple as most of the control software and equipment is internal to a micro-turbine.  A gas turbine CHP installation requires an engineer to design physical equipment, a system control logic, and software.  Systems controls add another layer of technology complexity not captured by the two main CHP technology categories of power generation and heat recovery.  

The service sub-category of systems engineering includes all the knowledge and analysis required to design and build an efficiently functioning CHP installation.  Individual sites vary drastically across a range of exogenous factors such as environmental conditions, access to primary energy resources (natural gas or other alternative fuels resources), and customer demands for electricity quality and thermal loads.  The nature of energy consumption, both electricity and thermal, is such that demands vary across days and seasons and a CHP system must be designed with this variation in mind.  Moreover, customers often do not know their electricity and thermal goals or, their electricity and thermal energy demands are not coincidental.  Detailed engineering analysis of energy demand profiles must be created prior to an economical analysis of CHP technology options and tradeoffs. 

Tradeoffs exist between customer desires and equipment operation limitations.  A CHP installation designed for a customer’s “peaks and valleys” in energy demands will be more dynamic, and therefore less efficient, than a system designed for steady, continuous, energy demands.  Combinations of thermal goals (heating and cooling) are possible although less economical if equipment is redundant or idle for large time periods.  For example, using waste heat for winter heating and summer cooling is desirable from an energy efficiency view point, but underutilized heat recovery equipment can result in higher overall unit costs.  The best combination of technologies and application goals is often site and customer specific and requires a uniquely designed system.

Cost Drivers for CHP technology Development

Cheap and stable fuel prices can provide more stability to a CHP industry growth than any other single factor.  CHP economics are most sensitive to fuel prices and, unfortunately, volatility of fuel prices is affected by a host of national and international forces which far exceeds the effective boundary of the California policy arena.  For example, much of the late 1990’s and early 2000’s enthusiasm for CHP technologies evaporated when the U.S. experienced a significant rise in natural gas prices.  High natural gas prices have been sustained from the early 2000’s to present as interest in CHP R&D has steadily fallen.  The following analysis of cost drivers, however, focuses on non-fuel based cost drivers. 
Most of the technologies used in CHP application, especially the larger primary movers, are relatively mature technologies; micro-turbines being the exception.  Thermal energy technologies do have promise of costs reduction as scientific knowledge grows and manufacturing economies of scale increase.  But compared to prime movers, the thermal technologies are relatively inexpensive and therefore their cost reductions will translate into relatively modest CHP installation cost reductions.  

The overall complexity of CHP technologies present traditional commercial and residential space developers and engineers with an unprecedented set of new challenges which, as a whole, can be seen as an undesirable risk.  The traditional technologies for providing building services (electricity and space comfort demands) are well established, mature technologies, and building service and HVAC engineers are also mature professions.  Moreover, the majority of both electricity and thermal demands are currently met by traditional energy sector utilities, which have optimized for cost for long periods of time and economies of scale.  Overcoming new technology adaptation risks requires an attractive profit margin for a stable period of time.  

The systems engineering category is perhaps the most sensitive non-fuel variable when thinking about learning and industry maturity.  Industry standardization of CHP technology bundles and engineering knowledge of co-dependent electricity and thermal system designs can offer CHP cost reductions and wider CHP adoption.  Splitting loads between a CHP technology application and traditional energy service providers can allow a CHP to serve a constant load profile while allowing traditional services to handle variable loads.  Designing a CHP standard bundle to handle constant loads could allow for standardized products.  Elimination of unique designs, as is the case in most HVAC applications, should be a market goal for CHP designers. 
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